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Abstract — Data-driven feedforward learning enables high performance for industrial motion systems based on measured data from previous motion tasks. The key aspect herein is the chosen feedforward parametrization, which should parsimoniously model the inverse system. At present, high performance comes at the cost of parametrizations that are nonlinear in the parameters and consequences thereof. A linear parametrization is proposed that enables parsimonious modeling of inverse systems for feedforward through the use of non-causal rational orthonormal basis functions. The benefits of the proposed parametrization are experimentally demonstrated on an industrial printer, including pre- and post-actuation and cyclic pole repetition.

I. INTRODUCTION

Feedforward control is widely used in control systems, since it can effectively compensate for known disturbances before these affect the system. For servo systems, the main performance improvement is typically achieved by compensating for the reference signal, which can be different for various tracking tasks. Successful feedforward control approaches include inverse model-based feedforward [1], [2] and iterative learning control (ILC) [3], [4].

On the one hand, inverse model-based feedforward generally results in moderate performance for a wide class of motion tasks. A parametric model of the inverse system is used, obtained (i) by inverting an identified model of the forward system, or (ii) by direct identification of the inverse system, see, e.g., [5]. Yet, the achievable performance is highly dependent on the accuracy of the model inversion, and the ‘quality’ of the inverse model [6]: it should be capable to accurately compensate the excited dynamics between reference and error. Especially for lightly damped mechatronic systems such as the flatbed printer in Fig. 1, accurate models can be difficult and expensive to obtain due to, e.g., complex dynamics [7], [8] and numerical issues [9].

On the other hand, ILC enables extremely high performance for a single, specific task. By learning from measured data from previous tasks, the need for an accurate model of the system is avoided. However, extrapolation of the learned control signal to other tasks in general leads to a significant performance deterioration, see, e.g., [10], [11], [12].

Recent developments in data-driven feedforward control aim to achieve (i) high performance for varying tasks, (ii) without requiring an accurate system model. This is enabled through a parametrization for the inverse system, whose parameters are iteratively estimated based on data from previous tasks. The key difficulty is choosing a suitable model structure and complexity. For performance, the parametrization should be parsimonious to avoid variance-induced errors, yet be capable to compensate reference-induced errors.

Model structures that are linear in the parameters are attractive due to the associated convex optimization problem. In [13], [14], [15], a linear combination of polynomial basis functions is used. However, the tracking performance is limited due to the polynomial nature of the feedforward controller. Especially for lightly damped systems, high order polynomials are required to accurately describe the inverse system, which are susceptible to noise acting on the system.

In [12], [16], [17], a rational model structure is proposed in combination with polynomial basis functions, which has shown to significantly improve performance using a small number of parameters. However, since the associated optimization problem becomes non-convex, nonlinear optimization algorithms are required for which, in general, convergence to the global minimum cannot be guaranteed.

Although important progress has been made towards improving performance in feedforward control, at present high performance comes at the cost of (i) non-convex optimization, or (ii) inflexibility to varying reference tasks. The aim of this paper is to propose a suitable inverse-model parametrization for data-driven feedforward control, which (i) is linear in the parameters, (ii) requires a small number of parameters, and (iii) enables infinite pre-actuation and post-actuation. The proposed approach is based on the use of non-causal rational orthonormal basis functions (OBFs). Whereas the use of causal OBFs has received significant attention in the field of system identification to model systems in $\mathcal{H}_2$, see, e.g., [18], [19], [20], here the use of non-causal functions is advocated to model inverse systems in $\mathcal{L}_2$. In particular, through stable inversion techniques [21], [22], the functions enable infinite pre-actuation for high performance feedforward control. The contributions of this paper are:

- Development of a parsimonious parametrization for inverse systems that is linear in the parameters, and enables non-causal feedforward control (Section III);
- Experimental validation of the proposed parametrization for feedforward learning on an industrial flatbed printer, demonstrating the benefits of using non-causal rational basis functions, including pre-actuation (Section IV).

The focus of this paper is on the modeling aspect and experimental validation, while details on the used algorithm for data-driven learning in Section IV can be found in [23].
Notation: All systems are discrete-time, single-input single-output (SISO), and linear time-invariant. The complex indeterminate $z \in \mathbb{C}$ is omitted when this does not lead to any confusion. The following standard notation is used, e.g., [19]. Let $\mathbb{D}$ denote the open unit disk: $\{ z, |z| < 1 \}$, $\mathbb{E}$ the complement of the closed unit disk: $\{ z, |z| > 1 \}$, and $\mathbb{T}$ the unit circle: $\{ z, |z| = 1 \}$. $\mathcal{L}_2$ denotes the set of complex functions that are square integrable on $\mathbb{T}$, and the real rational subspace of $\mathcal{L}_2$ is denoted $\mathcal{RL}_2$. $\mathcal{H}_2$ denotes the set of complex functions that are square integrable on $\mathbb{T}$ and analytic for $|z| \geq 1$. The space $\mathcal{H}_{2-}$ denotes all functions in $\mathcal{H}_2$ that are zero at infinity, such as strictly proper systems, and $\mathcal{H}_{2-}^2 = \mathcal{L}_2 \setminus \mathcal{H}_{2-}$ $\mathbb{R}[z^{-1}]$ denotes the polynomial ring in indeterminate $z^{-1}$ with coefficients in $\mathbb{R}$, and $\mathbb{R}[z, z^{-1}]$ denotes the Laurent polynomial ring in indeterminate $z$ with coefficients in $\mathbb{R}$. Contrary to regular polynomials, Laurent polynomials include both positive and negative exponents of the indeterminate. The space of all square summable sequences is denoted $\ell_2$. For a vector $x \in \mathbb{R}^N$, the weighted two-norm is given by $\| x \|^2_W = x^T W x$ with $W \in \mathbb{R}^{N \times N}$. $W$ is positive definite if $x^T W x > 0, \forall x \neq 0$.

II. DATA-DRIVEN FEEDFORWARD CONTROL

A. Experimental Setup

The considered motion system is an Océ Arizona 550 GT, see Fig. 1. In contrast to standard consumer printers, the medium is fixed on the printing surface. The carriage, which contains the printheads, translates in $y$-direction along the gantry, which translates in $x$ and rotates in $R_z$. The system is equipped with three current-driven brushless electrical motors to provide the required forces. The measurement system consists of three optical encoders, collocated with the actuators, yielding position measurements $x_L, x_R$ and $y$. A stabilizing multivariable feedback controller is implemented. The system operates with sampling time $10^{-3}$ s.

B. Control Configuration

The input and output considered for control are the current $u_L \text{ [A]}$ to the actuator on the left side of the gantry, and the position $x_R \text{ [m]}$ on the right side of the gantry, respectively. By closing all feedback loops, a SISO equivalent system $\hat{P}$ is obtained, i.e. $P : u_L \rightarrow x_R$. Since all performed translations and rotations are small, the system is assumed linear.

An identified frequency response function of $P$ is shown in Fig. 2. Interestingly, due to the non-collocated input/output pairing, the system exhibits non-minimum phase (NMP) dynamics. This can be observed from Fig. 2 by the Bode gain-phase relationship: around the anti-resonance at 7 Hz, the phase lag increases by 180 degrees.

Fig. 1. Océ Arizona 550 GT flatbed printing system, with inputs indicated in red and outputs in blue. For experiments, the system $P$ between non-collocated input $u_L$ and output $x_R$ is considered, which has NMP dynamics.

Fig. 2. Bode diagram of FRF measurement of $P$ (—), and approximate model $\hat{P}$ (—). The non-minimum phase dynamics can be observed around the anti-resonance around 7 Hz: the phase lag increases by 180 degrees.

Fig. 3. Impulse response of model $\hat{P}$ due to its non-minimum phase dynamics, the system initially moves in negative direction.
with \( S(z) = (I + P(z)C(z))^{-1} \). Perfect tracking, i.e., \( e = 0 \), for all \( r \neq 0 \) is achieved if \( F(q) = P^{-1}(q) \). Next, a data-driven estimation approach for inversion-based feedforward is proposed, aiming to minimize (1).

C. Data-Driven Feedforward Learning

In data-driven feedforward learning, measured batches of data from previous tasks, denoted by index \( j = 1, 2, \ldots \), are used to determine a fixed-structure controller. That is,

\[
f_j = F(\theta_j)r,
\]

with parameters \( \theta \in \mathbb{R}^{n_{\theta}} \) and \( F(\theta) \in \mathcal{F} \) with feedforward parametrization \( \mathcal{F} \). Then, \( \theta_{j+1} \) for the next task is determined based on a data-driven optimization problem, e.g.,

\[
\hat{\theta}_{j+1} = \arg \min_{\theta} V(\theta), \quad (2)
\]

where the data-based performance criterion \( V(\theta) \) is typically of the following general form, see, e.g., [12], [13], [14], [23],

\[
V(\theta_{j+1}) = \| e_{j+1} \| w_e + \| f_{j+1} \| w_f + \| f_{j+1} - f_j \| w_{\Delta f}, \quad (3)
\]

with weight matrices \( W_e > 0, W_f, W_{\Delta f} \geq 0, W_f \) and \( W_{\Delta f} \) are typically chosen as small as possible to minimize \( \| e_{j+1} \| \), yet can be used to balance robustness and convergence properties of the learning algorithm [24]. Details on data-based algorithms can be found in, e.g., [12], [13], [14], [23].

A key aspect to effectively reduce (1) for all \( r \), apart from the chosen optimization algorithm, is to select an appropriate feedforward parametrization. On the one hand, \( F(\theta) \) should capture the behavior of \( P^{-1} \) at frequencies where \( r \) has dominant energy. To see this, represent (1) in the frequency domain: \( E(\omega) = S(e^{j\omega}) \left( I - P(e^{j\omega})F(e^{j\omega}) \right) R(\omega) \). On the other hand, the model complexity should not be too high, since this may lead to large variance errors due to overparametrization, which can result in inflexibility to varying \( r \).

D. Feedforward Parametrization

An attractive property of model structures is linearity in the parameters, since this enables convex optimization in (2).

**Definition 1 (Linear feedforward parametrization).** The feedforward controller \( F(\theta) \) is parameterized as

\[
\mathcal{F}_{lin} = \left\{ F(z, \theta) = \theta \Psi(z) = \sum_{k=1}^{n_{\theta}} \theta_k \psi_k(z) \right\} \quad (4)
\]

with basis functions \( \Psi(z) = [\psi_1(z), \ldots, \psi_{n_{\theta}}(z)]^T \).

Crucially, for \( \mathcal{F}_{lin} \) and a quadratic cost function \( V(\theta) \), there exists an analytic solution for \( \hat{\theta} \) in (2). This is in contrast with the rational feedforward structure used in [12], [16].

The basis functions are often chosen as Laurent polynomials \( \psi_k(z) \in \mathbb{R}[z, z^{-1}] \), see, e.g., [13], [14], [15]. This generalizes the widely used finite impulse response (FIR) models in system identification [25], yet crucially allows for the use of preview. However, due to the polynomial nature of the functions, a high number of parameters might be required to accurately model \( P^{-1} \), especially for rational systems with slow, lightly damped dynamics and fast sampling rates.

E. Contributions

The main contributions of this paper are the following.

C1. A parametrization is proposed to parsimoniously model inverse systems for feedforward control, that

- is linear in the parameters, hence enabling convex data-based feedforward learning in (2);
- uses a small number of parameters;
- and enables the use of infinite pre-actuation.

C2. Experimental validation of C1 on the industrial printing system in Fig. 1, demonstrating enhanced performance compared to non-causal FIR parametrizations.

III. NON-CAUSAL RATIONAL BASIS FUNCTIONS FOR FEEDFORWARD CONTROL

In this section, the use of non-causal OBFs is advocated to model inverse systems in \( L_2 \). This is in contrast with the field of system identification, which generally focuses on modelling stable, causal systems in \( H_2 \), see, e.g., [18], [19], [20]. Crucially, these functions enable (i) convex optimization, (ii) parsimonious modeling, and (ii) non-causal control.

In Subsection III-B, a construction procedure is presented for non-causal orthonormal basis functions. The orthonormality is with respect to standard inner product on \( L_2 \):

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} \psi_k(e^{j\omega})\psi_l(e^{-j\omega})d\omega = \begin{cases} 1 & \text{if } k = l, \\ 0 & \text{if } k \neq l. \end{cases}
\]

A. Motivation

The proposed approach is motivated by the following duality of interpretation. If \( P(z) \) has NMP zeros on \( \mathbb{E} \), \( P^{-1}(z) \) may be interpreted as an unbounded and causal operator on \( L_2 \). In contrast, here \( P^{-1} \) is interpreted as a bounded and non-causal operator on \( L_2 \) [26, Section 1.5]. Using the bilateral Z-transform, \( P^{-1} \in \ell_2 \) can be expressed as

\[
P^{-1}(z) = \sum_{k=-\infty}^{\infty} p_k z^{-k}, \quad (5)
\]

with \( \{p_k\} \in \ell_2(-\infty, \infty) \) the sequence of Markov parameters. The impulse response \( \{p_k\} \) arises from solving the underlying difference equation also for negative time. Crucially, this response is non-causal and infinitely long.

Hence, to accurately approximate (5) using a small number of parameters, it naturally makes sense to choose basis functions \( \psi_k(z) \in \mathbb{R}L_2 \), i.e., non-causal rational basis functions. That is, \( F(z) \) is designed as the following finite expansion, see Definition 1, with infinite impulse response:

\[
F(z) = \sum_{k=1}^{n_{\theta}} \theta_k \psi_k(z) = \sum_{k=-\infty}^{\infty} f_k z^{-k}.
\]
B. Construction of Non-Causal Rational Basis Functions

The key aspect in constructing non-causal rational basis functions is specifying the fixed poles. Indeed, FIR basis functions have poles at \( z = 0 \), which is why many parameters are required to accurately approximate rational systems with lightly damped poles. Here, the poles are chosen in \( \mathbb{D} \cup \mathbb{E} \).

The considered OBFs are defined by sequences \( \xi_s = \{ \xi_s,k \}_{k=1,2,...} \) and \( \xi_u = \{ \xi_u,k \}_{k=1,2,...} \) with \( \xi_s,k, \xi_u,k \in \mathbb{D} \):

\[
\psi_{s,k}(z) = \frac{\sqrt{1 - |\xi_s,k|^2}}{z - \xi_s,k} \phi_k(z, \xi_s), \quad (6)
\]

\[
\psi_{u,k}(z) = \frac{\sqrt{1 - |\xi_u,k|^2}}{1 - \xi_u,k \bar{z}} \phi'_k(z, \xi_u), \quad (7)
\]

where the all-pass transfer functions \( \phi_k, \phi'_k \) are defined by

\[
\phi_k(z, \xi) = \begin{cases} 
1 & \text{if } k = 1, \\
\prod_{m=1}^{k-1} \frac{z - \xi_m}{1 - \xi_m} & \text{if } k > 1.
\end{cases}
\]

\[
\phi'_k(z, \xi) = \begin{cases} 
1 & \text{if } k = 1, \\
\prod_{m=1}^{k-1} \frac{z - \xi_m}{1 - \xi_m} & \text{if } k > 1.
\end{cases}
\]

The sequence \( \{ \psi_{s,k} \}_{k>0} \in \mathbb{H}_{2\infty} \) forms the well-known Takenaka-Malmquist functions, and consists of strictly causal functions. The set \( \{ \psi_{u,k} \}_{k>0} \in \mathbb{H}_{2\infty}^T \) contains anti-causal functions and direct feedthrough terms, e.g., select \( \xi_{u,1} = 0 \). Indeed, note that the poles of the anti-causal \( \psi_{u,k} \) and \( \phi'_k \), which is the reciprocal of \( \phi_k \), are located at \( \{ 1/\xi_{u,k} \} \subseteq \mathbb{E} \).

When complex conjugated pole pairs are used, (6) and (7) must be adapted through a unitary transformation to obtain real-valued basis functions, see, e.g., [18, [27]. Together, (6) and (7) form the basis functions to be used:

\[
\Psi(z) = [\psi_{s,1}(z), \psi_{s,2}(z), \ldots, \psi_{u,1}(z), \psi_{u,2}(z), \ldots]^T.
\]

As a guideline, \( \{ \xi_{s,k} \} \) and \( \{ \frac{1}{\xi_{u,k}} \} \) should be chosen as close as possible to what are believed the true poles of \( P^{-1} \), see, e.g., [19, Chapter 11], and consider the following.

- The linear span of the basis functions \( \Psi(z) \) is complete in \( \mathbb{L}_p, 1 < p < \infty \), if and only if \( \sum_{k=1}^{\infty} 1 - |\xi_{s,k}| = \infty \) and \( \sum_{k=1}^{\infty} 1 - |\xi_{u,k}| = \infty \). These mild conditions on the pole locations imply that any such orthonormal basis can arbitrarily well model any system in \( \mathbb{L}_p \) [18, [27].

- Using a finite number of basis functions, the under-modeling error \( |P^{-1}(e^{i\omega}) - F(e^{i\omega}, \theta^*)| \) can be upper bounded, see, e.g., [28, Theorem VI.1], which can be appropriately extended for systems in \( \mathbb{L}_2 \). \( F(z, \theta^*) \) denotes the best approximation of \( P^{-1}(z) \) in \( \mathbb{L}_2 \) sense. Importantly, the bound decreases with the Euclidean distance between \( \xi \) and the true poles of \( P^{-1} \).

C. Cyclic Repetition of Poles

Given a finite and approximate set of poles, the approximation error can be reduced by cyclically repeating the poles, i.e., \( \xi_{s,k+n} = \xi_{s,k} \) and \( \xi_{u,k+n} = \xi_{u,k} \). In view of feedforward, this potentially improves tracking performance. The repeated basis is generated from the original basis by multiplications with all-pass functions \( \phi_k, \phi'_k \), and hence differs only in phase. The benefits are illustrated next.
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(a) Bode diagram.
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(b) Impulse responses.

Fig. 5. Simulation example: Bode diagram (top) and non-causal impulse responses (bottom) of true system \( G(z) \) (---), 100th order FIR model (---), and 4th (---) and 12th (---) order models using rational basis functions.

Example 1 (Benefits of non-causal rational OBFs). Consider the continuous-time system

\[
G(s) = \sum_{i=1}^{2} \frac{\omega_i^2}{s^2 + 2\zeta_i \omega_i s + \omega_i^2},
\]

where the first mode with natural frequency \( \omega_1 = 1 \) [Hz] and damping ratio \( \zeta_1 = 0.1 \) yields a complex pair of poles in \( \mathbb{D} \), while the second mode with negative natural frequency \( \omega_2 = -0.5 \) [Hz] and \( \zeta_2 = 0.2 \) gives a complex pair of poles in \( \mathbb{E} \). A discrete-time system \( G(z) \in \mathbb{R}L_2 \) is obtained using zero-order-hold with sampling time \( T_s = 0.02 \) [s].

Three models of \( G(z) \) are estimated: a 100th order FIR model with 50 anti-causal and 50 causal terms, and 4th and 12th order rational models with basis functions according to (6), (7). The poles \( \{ \xi_s \} \) and \( \{ \xi_u \} \) are chosen corresponding to the true poles of \( G(z) \), except the damping ratios are chosen 2 times higher. For the 12th order model, these poles are repeated three times. The parameters are obtained by minimizing \( \int_{-\pi}^{\pi} |G(e^{j\omega}) - \theta \Psi(e^{j\omega})|^2 d\omega \). The results are shown in Fig. 5, and the following observations are made.

- For the FIR model, a substantial error remains. In time-domain, this can be seen from the truncated response.
- By the rational OBFs and pole repetitions, the modeling error is significantly reduced using only 12 parameters.
D. Design Procedure

In this section, a parametrization is proposed to efficiently model inverse systems for feedforward control, which uses a small number of parameters and enables the use of non-causal control actions. Next, a design procedure is presented for data-driven feedforward learning based on this result.

Procedure 1. Design procedure for data-driven feedforward learning using non-causal rational basis functions

1. Choose a finite set of poles in $\mathbb{D} \cup \mathbb{E}$ approximating those of $P^{-1}$, e.g., based on FRF measurements.
2. Construct a set of non-causal basis functions $\psi_k \in \mathcal{L}_2$ using (6), (7) for the feedforward parametrization (4).
3. Data-driven learning of $\theta$, see, e.g., [13], [14], [23].
4. If the achieved performance is unsatisfactory, return to
   - step 1 and add or update fixed pole locations,
   - or, step 2 and add set of basis functions through cyclic repetition of same poles, see Subsection III-C.

IV. EXPERIMENTAL VALIDATION ON INDUSTRIAL FLATBED PRINTER

In this section, the proposed use of non-causal rational basis functions for data-driven feedforward control is experimentally validated on the setup in Fig. 1. The parameters are iteratively tuned using the ILC-based approach in [23] with criterion (3). The experimental contributions are:

- The tracking performance using OBFs is compared to FIR basis functions, including non-causal control usage.
- The performance benefits of cyclically repeating the basis poles are demonstrated.

For the iterative learning, 10 finite time tasks are performed with reference signal depicted in Fig. 6. The poles of the rational basis functions are chosen equal to the zeros of model $\hat{P}$, see Fig. 2, which are expected to coarsely approximate the true poles of $P^{-1}$, and are given by

$$
\{\psi_{s,k}\} = \{0.9039, 0.9853, 0.9854 \pm 0.0457i, 0.9988\}, \quad (8)
$$

$$
\{\psi_{u,k}\} = \{0, \frac{1}{1.008 \pm 0.0477i}, \frac{1}{1.078}\}, \quad (9)
$$

Here, $\psi_{u,1} = 0$ generates a feedthrough term. To compare the results based on different pole locations, the same number of causal and anti-causal FIR basis functions is generated, i.e., $\psi_k = z^{-k}$, with $k \in [-3, 6]$. All parameters are initialized as $\theta = 0$, i.e., only feedback is active in task $j = 1$.

A. Influence of Selected Pole Locations

The benefits on tracking performance of choosing the basis poles in $\mathbb{D} \cup \mathbb{E}$, see (8) and (9), are compared to the poles $z = 0$ of the FIR basis functions. The ILC weights are $W_e = 50I$, $W_f = 10^{-7}I$, and $W_{\Delta f} = 0$. The results are presented in Figures 7 and 8, and the following observations are made.

- Using the proposed non-causal rational basis functions, the tracking performance $\|e_{10}\|_2$ is improved by 45% compared to the FIR basis functions.
- The three anti-causal basis functions (7) with poles in $\mathbb{E}$ generate infinitely long pre-actuation to effectively compensate the non-minimum phase dynamics of $P$.

B. Cyclic Repetition of Fixed Poles

Next, the benefits on tracking performance of cyclically repeating the basis poles are experimentally demonstrated. The sequences (8) and (9) are repeated once, hence 10 strictly causal and 8 non-causal basis functions are generated. $W_e$
is increased to $W_e = 10^5 I$. The experimental results are presented in Fig. 9, and the following observations are made.

- By repeating the poles once, the tracking performance $\|e_{10}\|^2$ is decreased by 23%: the residual cumulative power at the Nyquist frequency (this is the RMS value $\|e_{10}\|^2$) is $(1 - 0.23)^2 \times 100\% = 60\%$. The main performance improvement is achieved below 20 Hz.
- At low frequencies, the inverse feedforward controllers $F(\theta)^{-1}$ reasonably approximate $P$. Since the excitation signal $r$ has dominant power at low frequencies, $F$ is not required to accurately approximate $P^{-1}$ at higher frequencies, see also the power spectrum of $e_{10}$.

V. CONCLUSIONS

In this paper, a feedforward parametrization is presented for parsimonious modeling of inverse systems that is linear in the parameters. At present, compact model structures for high performance feedforward control come at the cost of nonlinear optimization problems at consequences thereof. The main contribution of this paper is the use of non-causal rational orthonormal basis functions in $L_2$, that enable (i) convex optimization, (ii) compact modeling of inverse systems, and (iii) infinite pre-actuation. The benefits of the proposed approach are experimentally demonstrated on an industrial flatbed printer, including the benefits of infinite preview and cyclic pole repetition.

REFERENCES


