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Abstract—Increasing performance requirements lead to a situation where performance variables need to be explicitly distinguished from measured variables. The performance variables are not available for feedback. Instead, they are often available after a task. This enables the application of batch-to-batch control strategies such as Iterative Learning Control (ILC) to the performance variables. The aim of this paper is to reveal potential problems in combining ILC and feedback control for this scenario, and to propose a solution. The time-trial dynamics of a common ILC algorithm with dynamic learning filters are cast into discrete linear repetitive processes, a class of 2D systems. Appropriate 2D stability notions are connected to well-known conditions on the ILC algorithm. The analysis reveals that there are important cases where the ILC and feedback combination is not stable in a 2D sense. A solution to deal with such cases is proposed. The analysis is supported with a simulation example of medium positioning drive in a printing system.

I. INTRODUCTION

Increasing performance requirements on systems demand an explicit distinction between measured variables and performance variables. Performance variables may not be available for real-time feedback control due to computational constraints, due to physical limitations in sensor placement, or due to delays in acquiring measurements. Examples include heat exchangers [20], printing systems [3], motion systems [16], [17], and wafers stages [18]. Still, the performance variables are typically available after a task is completed.

Since the performance variables are available offline, batch-to-batch control strategies such as Iterative Learning Control (ILC) [5], [6], [10] can be used to improve performance. In ILC, the control signal is updated trial-to-trial using measurement data of previous trials, often achieving excellent performance. Traditionally, ILC is applied to the measured variables [11], [14], [19], [23]. Recently, ILC has been extended to deal with the inferential control situation [4], [12], [26]. In [4, Figure 9] it was demonstrated that the combination of ILC with feedback control can lead to the undesired case where the command signals of the feedback controller and ILC grow unbounded with opposite signs.

Although ILC is potentially promising for the mentioned inferential control applications, a formal analysis of the stability aspects is lacking. The main result of the present paper is the in-depth analysis of inferential ILC schemes. The approach is to cast time-trial dynamics of a commonly used ILC algorithm [5] into a linear repetitive process, a class of 2D systems [8], [22]. Appropriate 2D stability notions are connected to commonly known conditions on the ILC algorithm. An important motivation for using 2D systems theory for ILC design is usually the joint synthesis of ILC and feedback controllers [21], which contrasts with the two-stage design procedure as elaborated on in [5], where first the feedback controller and then the ILC is designed. In this paper, the motivation for using 2D systems mainly stems from the observation that the source of the unstable behavior reported in [4] is the interplay of the feedback controller with the ILC. The 2D framework enables the formal analysis of this situation, in contrast to the finite-time framework in [4].

This paper is organized as follows. First, the problem definition and contributions are presented in Section II. In Section III, a commonly known ILC algorithm with dynamic learning filters is cast into a discrete linear repetitive process and stability notions from 2D systems are connected with well-known conditions on the ILC algorithm and system. In Section IV, a parallel inferential ILC structure is investigated and a solution to stability problems is proposed. The results are supported with a simulation example in Section V. Finally, the conclusion is presented in Section VI.

II. PROBLEM DEFINITION AND MAIN CONTRIBUTIONS

In the considered inferential ILC situation, the feedback controller only has access to the measured variables. The performance variables are assumed available after a task and are used for ILC. In [4, Figure 9] it was demonstrated that this combination of ILC with feedback control can lead to the undesired situation where the command signals of the feedback controller and ILC increase unbounded. The finite-time framework that is used in [4] is not suited for analyzing the stability aspects of the interplay between the feedback controller and the ILC. Therefore, this paper aims to formally analyze inferential ILC from a 2D system-theoretic perspective. The main contributions of this paper are as follows:

1) the 2D-stability notion of stability along the pass is connected to the commonly known frequency domain convergence condition of the ILC algorithm [15],
2) the analysis of stability along the pass and the signal characteristics for inferential ILC configurations, revealing potential stability hazards,
3) The results are illustrated with a simulation example.
Fig. 1: Standard ILC with feedback control in a parallel configuration.

III. LINEAR REPETITIVE PROCESS FRAMEWORK FOR ILC WITH DYNAMIC \( L \) AND \( Q \)

This section contains contribution 1, mentioned in Section II. The ILC framework used in this paper is presented in Fig. 1. The structure consists of a feedback loop with feedforward, where the feedforward is the command signal of the ILC. The system \( P(z) \), controller, \( C(z) \), learning filter \( L(z) \), and robustness filter \( Q(z) \) are assumed single-input and single-output and causal. The system \( P(z) \) is assumed strictly proper. After a trial (or pass) \( k \), the feedforward is updated with the ILC algorithm:

\[
f_{k+1} = Q (f_k + Le_k),
\]

with \( e_k \) is the tracking error and \( f_k \) the feedforward. The time-index is \( p \) and the trial index (also called pass index) is denoted as \( k \). State space realizations for the systems in Fig. 1 are given by:

\[
\begin{align*}
P &: x_{k+1}^p(p+1) &= A^p x_{k+1}^p(p) + B^p u_{k+1}(p), \\
x_{k+1}^C(p+1) &= C^p x_{k+1}^C(p), \\
x_{k+1}^L(p+1) &= C^p x_{k+1}^L(p) + D^p e_{k+1}(p), \\
x_{k+1}^Q(p+1) &= C^p x_{k+1}^Q(p) + D^p \gamma_{k+1}(p), \\
C &: y_{k+1}(p) &= C x_{k+1}(p), \\
L &: u_{k+1}(p) &= C u_{k+1}(p) + f_{k+1}(p), \\
Q &: \gamma_{k+1}(p) &= f_k(p) + l_{k+1}(p),
\end{align*}
\]

respectively, and are assumed minimal. Also,

\[
\begin{align*}
e_{k+1}(p) &= r(p) - y_{k+1}(p), \\
u_{k+1}(p) &= u_{k+1}(p) + f_{k+1}(p), \\
\gamma_{k+1}(p) &= f_k(p) + l_{k+1}(p),
\end{align*}
\]

see Fig. 1. The framework of Fig. 1 is cast into a discrete Linear Repetitive Process (dLRP) in the following lemma.

**Lemma 1.** A dLRP representation of the control structure defined in (2) and (3), see also Fig. 1, is given by:

\[
\begin{align*}
\dot{X}_{k+1}(p+1) &= AX_{k+1}(p) + Br(p) + B_0 \gamma_k(p), \\
\dot{Y}_{k+1}(p) &= C \dot{X}_{k+1}(p) + Dr(p) + D_0 \dot{Y}_k(p)
\end{align*}
\]

with the states defined as:

\[
X_{k+1}(p) = \begin{bmatrix} x_{k+1}^p(p) \\ x_{k+1}^C(p) \\ x_{k+1}^L(p) \\ x_{k+1}^Q(p) \end{bmatrix}, \quad Y_{k+1}(p) = \begin{bmatrix} f_{k+2}(p) \end{bmatrix}.
\]

The matrices \( A, B, B_0, C, D, \) and \( D_0 \) are given in (5). Here, \( p \) denotes the discrete-time, \( k \geq 0 \) is the pass index (or trial index), and \( \alpha \) the pass length with \( 0 \leq p \leq \alpha - 1 \). For a pass \( k \), the state is denoted as \( X_k(p) \), the pass profile is denoted as \( Y_k(p) \), and the input is the reference \( r(p) \), which is assumed pass-invariant. The initial conditions are assumed \( X_0(0) = 0 \) and \( Y_0(0) = 0 \).

\[
A = \begin{bmatrix} A^P - B^P D^C C^P & B^P C^C \\ -B^C C^P & A^C \end{bmatrix}, \quad B_0 = \begin{bmatrix} B^P \\ 0 \end{bmatrix}, \\
B = \begin{bmatrix} B^P D^C C^P \\ B^L \end{bmatrix}, \quad C = \begin{bmatrix} -D^Q D^L C^P 0 D^Q C^L \end{bmatrix}, \\
D = \begin{bmatrix} D^Q D^L \end{bmatrix}, \quad D_0 = \begin{bmatrix} D^Q \end{bmatrix}.
\]

**Proof.** Successive substitution of the output-equations and state-update equations from (2) in the interconnection equations in (3) yields the given representation, after suitable partitioning.

Convergence of the feedforward signal \( f_k \), stability of the feedback loop, and a stable interconnection of the feedback loop with the ILC are all essential properties for implementing an ILC algorithm. These properties are captured with the notion of stability along the pass for dLRP’s, see [2], [8, Section 3.4], and [22, Section 2.2]. Stability along the pass demands that i. the pass profile \( Y_k \) converges to a limit profile \( Y_\infty \) when \( k \to \infty \), ii. the time-domain dynamics (\( p \)-direction, for a given \( k \)) are asymptotically stable, and iii. each frequency component of the initial pass profile is attenuated from pass-to-pass [22].

**Lemma 2.** Suppose in (4), that the pair \( \{A, B_0\} \) is controllable and that the pair \( \{C, A\} \) is observable. The dLRP in (4) is stable along the pass if, and only if, the following three conditions hold:

1. \( \rho(D_0) < 1 \), the dLRP is asymptotically stable, here \( \rho(D_0) \) is the spectral radius of matrix \( D_0 \).
2. \( \rho(A) < 1 \), the time-domain dynamics with \( Y_k = 0 \) are asymptotically stable.
3. Let \( G(z) = C(zI - A)^{-1}B_0 + D_0 \), then \( \rho(G(z)) < 1, \forall |z| = 1, z \in \mathbb{C} \).

**Proof.** See [22, Theorem 2.2.9].

The following theorem establishes conditions for stability along the pass for the ILC algorithm in (1).

**Theorem 3.** Given the dLRP in (4) with \( A, B, B_0, C, D, \) and \( D_0 \) given in (5). The dLRP is stable along the pass, see Lemma 2, if the following conditions are satisfied:

I. \( \rho(D^Q) < 1 \).
II. the feedback interconnection of \( C \) and \( P \) is internally...
stable, $\rho(A^L) < 1$, and $\rho(A^Q) < 1$.

III. the following holds:

$$|Q(z)(I - L(z)P(z)S(z))| < 1, \forall |z| = 1, \quad (6)$$

with $S(z) = 1/(1 + CP)$ the sensitivity, and $z \in \mathbb{C}$. 

IV. consider the following state-space realization of $Q(1 - PSL)$ that corresponds to (2), with interconnection equations (3), $r(p) = 0$, input $f_{k+1}$, and output $f_{k+2}$:

$$x(p + 1) = Ax(p) + Bu_k f_{k+1}(p),$$

$$f_{k+2}(p) = Cx(p) + D_0 f_{k+1}(p), \quad (7)$$

matrices $A, B_0, C,$ and $D_0$ are given in (5). The state space realization in (7) is minimal.

Proof. The proof establishes the equivalence of the conditions provided in this theorem with the conditions that are required for stability along the pass in Lemma 2.

I. Since $D_0 = D^Q$, $\rho(D_0) < 1 \Leftrightarrow \rho(D^Q) < 1$.

II. Consider the lower triangular structure of $A$, see (5). The set of eigenvalues of $A$ is given by $\lambda(A) = \{\lambda(A^{CP}), \lambda(A^L), \lambda(A^Q)\}$, with

$$A^{CP} = \begin{bmatrix}
A^P - BP^D C^P & BP^C C^P \\
-BC^P & A^C
\end{bmatrix}$$

the system matrix corresponding to the closed-loop interconnection of $C$ and $P$. If the closed-loop system is internally stable then $\rho(A^{CP}) < 0$. As a result, $\rho(A) < 0 \Leftrightarrow \rho(A^{CP}) < 1, \rho(A^L) < 1, \rho(A^Q) < 1$.

III. The following shows that $G(z) = Q(z)(1 - L(z)P(z)S(z))$. First note that $\gamma_{k+1}(z) = G(z)\gamma_k(z)$ with $\gamma(z) = C(zI - A)^{-1}B_0 + D_0$. Using the z-transformed relations (extending the pass length to infinity, similar to the approaches in [2]):

$$\gamma_{k+1}(z) = f_{k+2}(z) = Q(z)(f_{k+1}(z) + L(z)e_{k+1}(z)),$$

$$= Q(z)(1 - L(z)P(z)S(z))f_{k+1},$$

$$= \gamma(z) f_{k+1} = G(z) \gamma_k(z),$$

Hence $G(z) = Q(z)(1 - L(z)P(z)S(z))$, and $\rho(G(z)) < 1 \Leftrightarrow \rho(Q(z)(1 - L(z)P(z)S(z))) < 1$, with $\rho(Q(z)(1 - L(z)P(z)S(z))) = |Q(z)(1 - L(z)P(z)S(z))|$ since $G(z) \in \mathbb{C}^{|z| = 1}$.

Theorem 3 shows that the third condition for stability along the pass in Lemma 2 is equivalent to the well-known frequency-domain ILC convergence criterion in [15] for the dLRP (4).

Remark 1. A standard dLRP such as (4) and the notion of stability along the pass require stable $L(z)$ and $Q(z)$. The dLRP is restricted to a finite-time interval by definition and the infinite-time condition of (6) also implies convergence for finite-time if $L(z)$ and $Q(z)$ are causal (or stable) [15, Theorem 8]. Since the learning update in ILC is typically computed offline, the learning filters are interpreted as a non-causal operator instead of unstable in the ILC context, see e.g., [25, Section 1.5]. The use of causal learning filters is sufficient to illustrate the potential issues with inferential ILC. Further extensions of the dLRP model to allow for a non-causal $L$ and $Q$ are recently developed in, e.g., [7], [9].

In the next section, the standard ILC framework is extended to the inferential control situation.

IV. STABILITY ALONG THE PASS ANALYSIS FOR INFERENTIAL ILC

The purpose of this section is to: i) cast inferential ILC structures in a dLRP, ii) analyze an important problematic case where both the $C(z)$ and $L(z)$ include an integrator, and iii) to propose a solution to the problems illustrated with this case, constituting Contribution 2, see Section II.

A. Extension of standard ILC to the inferential setting

As elaborated on in Section II, the explicit distinction between the feedback controller $C$ and $Q$ is important for further improving the performance of the controlled system. A typical inferential ILC control structure is presented in Fig. 2, that extends the standard ILC framework of Fig. 1. Alternative inferential ILC configurations are available in, e.g., [4]. The feedback controller uses $e_{k+1}^y = r - y_k$ and the ILC uses $e_{k}^y = r - z_k$. As mentioned in the introduction, $z_k$ is available after a task. As a first step, it is assumed that $\dim y_k = \dim z_k$. The system $P$ has a single input $u_{k+1}$ and two outputs $z_{k+1}$ and $y_{k+1}$. A minimal state space realization for $P$ is given by:

$$x_{k+1}^P(p + 1) = A^P x_{k+1}^P(p) + B^P u_{k+1}(p),$$

$$z_{k+1}(p) = C^P x_{k+1}^P(p),$$

$$y_{k+1}(p) = C^P y_k + B^P u_{k+1}(p).$$

The transfer functions from input $u_{k+1}$ to outputs $z_{k+1}$ and $y_{k+1}$ are given by

$$P^z(z) = C^P (zI - A^P)^{-1} B^P,$$

$$P^y(z) = C^P (zI - A^P)^{-1} B^P,$$

respectively. Realizations of $C(z)$, $L(z)$, and $Q(z)$ are given in (2), where the input to $L(z)$ is changed from $e_k$ to $e_k^y$. The ILC learning update given by:

$$f_{k+1} = Q(f_k + Le_k).$$

The frequency-domain convergence criterion, identical to the stability along the pass condition 3 in Lemma 2, see Theorem 3, is given by

$$|Q(z)(1 - L(z)P^z(z)S^y(z))| < 1, \forall |z| = 1, \quad (8)$$

with $S^y(z) := (1 + C(z)P^y(z))^{-1}$ the sensitivity and $z \in \mathbb{C}$.

B. Inferential ILC as a dLRP

To present the main mechanisms for stability along the pass in inferential ILC, a static $Q(z) = D^Q$ is assumed,
with $0 < \rho(DQ) < 1$, and $DC = 0$, $DL = 0$. A realization of the inferential ILC in Fig. 2 is given by the following $A, B, B_0, C, D$, and $D_0$ for the dLRP in (4):

$$
A = \begin{bmatrix}
-BA^p & BP^pC
\end{bmatrix},
B = \begin{bmatrix}
0 & 0
\end{bmatrix},
B_0 = \begin{bmatrix}
B^p
\end{bmatrix}, \quad C = \begin{bmatrix}
0 & 0
\end{bmatrix},
D = \begin{bmatrix}
0 & 0
\end{bmatrix}.
\tag{9}
$$

with the states defined as:

$$
\chi_{k+1}(p) = \begin{bmatrix}
x_{k+1}^p(p) \\
x_{k+1}^C(p)
\end{bmatrix}, \quad \chi_{k+1}(p) = [f_{k+2}].
$$

A part of the results presented in this section is an analysis of the so-called limit-profiles $y_\infty(p) := \lim_{k \to \infty} y_k(p)$ and $x_\infty(p) := \lim_{k \to \infty} x_k(p)$, and these limit profiles exist if the dLRP is asymptotically stable. The condition for asymptotic stability is identical to condition 1 in Theorem 3. The limit profiles of (4) are formulated in the following Lemma.

**Lemma 4.** Given an asymptotically stable dLRP, i.e., $\rho(D_0) < 1$, a pass-invariant (or trial invariant) input sequence $r(p)$, and initial conditions $\chi_{k+1}(0) = 0$ and $y_0(p) = 0$. The 1D state space model that generates the limit profiles $x_\infty(p)$ and $y_\infty(p)$ for $k \to \infty$ is given by:

$$
\chi_\infty(p) + 1 = A_\infty \chi_\infty(p) + B_\infty r(p),
\tag{10}
$$

$$
y_\infty(p) = C_\infty \chi_\infty(p) + D_\infty r(p).
$$

with

$$
A_\infty = [A + B_0(I - D_0)^{-1}C] = \begin{bmatrix}
A^p & BP^pC
-B^pC^p & B^p(I - DQ)^{-1}DQC^L
\end{bmatrix},
$$

$$
B_\infty = \begin{bmatrix}
B & B_0(I - D_0)^{-1}D
\end{bmatrix},
$$

$$
C_\infty = (I - D_0)^{-1}C = \begin{bmatrix}
0 & C^L
\end{bmatrix},
$$

$$
D_\infty = (I - D_0)^{-1}D = \begin{bmatrix}
0 & 0
\end{bmatrix}.
$$

$$
\chi_\infty(p) = \begin{bmatrix}
x_{\infty}^p(p) \\
x_{\infty}^C(p)
\end{bmatrix}, \quad \chi_{\infty}(p) = [f_{\infty}(p)],
$$

for the system matrices in (9).

**Proof.** Following the approaches in [8, Section 3.1] and [22, Section 2.1] and computing the steady-state value in pass-to-pass direction using $k = k + 1 := \infty$ in (4) and rearranging yields (10).

This is a standard 1D state space model, with as input the reference $r(p)$, and as output the converged pass-profile $f_\infty(p)$ for the control structure in Fig. 2.

C. Application of stability along the pass to inferential ILC

In this section, it is revealed that the case where $C(z)$ has an integrator can be problematic when using the inferential ILC structure in Fig. 2. Integrators in $C(z)$ are present ordinary PID controllers [1] and are also used in high-performance feedback control [13].

The following example case illustrates that condition 2 and 3 for stability along the pass in Theorem 3 cannot be satisfied simultaneously for the structure in Fig. 2, given that certain conditions on $C$ and $P$ are satisfied.

Given a system $P(z)$ with relative degree $\geq 2$. Let $\rho(DQ) = 1$, with $c_0 = 0$, a stabilizing controller $C$ with an integrator such that $\lim_{z \to 1} C(z)P(z) = \infty$, and a static robustness filter $Q(z) = DQ$, with $0 < \rho(DQ) < 1$.

The first condition of stability along the pass, see Theorem 3, is satisfied since $\rho(DQ) < 1$. The second condition requires $\rho(L) < 1, \rho(DQ) < 1$. To satisfy the third condition of stability along the pass, the convergence criterion (8) must hold. The learning filter $L(z)$ must include an integrator if $C(z)$ includes an integrator in to satisfy (8). This is based on the observation that $\lim_{z \to 1} P^2(z)Q(z) = c_0 C(z)^{-1}$. Since $C(z)^{-1}$ has a zero at $z = 1$, the learning filter $L(z)$ must include a pole at $z = 1$, since otherwise $\lim_{z \to 1} c_0 L(z)C(z)^{-1} = \infty$, and (8) can only be satisfied by setting $DQ = 0$, which is inadmissible since it implies $f_k = 0$.

Concluding this example, if $A^C$ has an eigenvalue $\lambda(A^C) = 1$, then $A^L$ must also have an eigenvalue $\lambda(A^L) = 1$ in order to satisfy the third condition of stability along the pass. It shows that this implies violating the second condition of stability along the pass since in this case $\rho(DQ) = 1$. In the remainder of this section the consequences for including the integrator in $L(z)$ are analyzed.

The following theorem is part of the main result in this paper, contribution 2, in Section II.

**Theorem 5.** Given a system $P(z)$ with relative degree $\geq 2$. Let $\rho(DQ) = 1$, with $c_0 = 0$, a stabilizing controller $C$ with an integrator (pole at $z = 1$) such that $\lim_{z \to 1} C(z)P(z) = \infty$, and a static robustness filter $Q(z) = DQ$, with $0 < \rho(DQ) < 1$. Let $L(z)$ have a pole at $z = 1$. The transfer function from $r(z)$ to $f_\infty(z)$ is given by $f_\infty(z) = C_\infty(zI - A_\infty)^{-1}B_\infty r(z)$.

With

$$
\lim_{z \to 1} |C_\infty(zI - A_\infty)^{-1}B_\infty| = \infty,
$$

if

$$
\text{Rank} \begin{bmatrix}
B^C C^p y & B^C \\
B^L C^p z & B^L
\end{bmatrix} = 2,
$$

and

$$
\text{Rank} \begin{bmatrix}
B^p C^p y & B^p \\
0 & (I - DQ)^{-1}DQC^L
\end{bmatrix} = 2.
$$

**Proof.** The proof consists of two parts. i) if both $A^C$ and $A^L$ have an eigenvalue $\lambda(A^C) = 1, \lambda(A^L) = 1$ then also $A_\infty$ has an eigenvalue $\lambda(A_\infty) = 1$. Suppose that the state space realizations of $C(z)$ and $L(z)$ are in modal form, and hence $A^C$ and $A^L$ are block-diagonal, each with one Jordan block with $\lambda = 1$. Then $A_\infty$ has a partial block-diagonal structure, with two blocks $\lambda = 1$. Consequently, $A_\infty - I$ is singular since there are two linearly depended columns. Hence, if $\lambda = 1$ is an eigenvalue of both $A^C$ and $A^L$, then it also an eigenvalue of $A_\infty$.

ii) It can be shown that $\lambda(A_\infty) = 1$ is both controllable and observable using the given rank conditions and the Popov-Belevitch-Hautus observability and controllability tests. If this
with $Q$ 

Section III, the eigenvalue $z$ has a pole $a$. Condition 1 of Theorem 3 can be satisfied by designing an approximate $Q$ if necessary, even if $z$ is not stable in a 2D systems setting. The problem illustrated in Section IV-C does not occur since the three conditions for stability along the pass in Theorem 3 can be satisfied, even if $C$ includes integrators.

V. SIMULATION RESULTS

The derived results in Section IV-C and Section IV-D are illustrated by means of a simulation. The structure in Fig. 1 is compared with the structure presented in Fig. 3 in a case study on a medium positioning drive in a wide-format printer.

1) System model: The system $P$ is a model of a medium positioning drive in a wide-format printer, see [3]. The feedback controller $C_1(z) = C_2(z) = C(z)$ is given, and consists of a PID-controller with a first order low-pass filter. The Bode diagrams of $P^T(z)$, $P^Q(z)$ and $C(z)$ are presented in Fig. 4. For this system, $\lim_{s \to \infty} \frac{P^T(s)}{P^Q(s)} = 1.028$, hence identical conditions as in the problematic example case are present, see Section IV-C.

2) ILC design: For both structures, the learning filters $L(z)$ are computed by using the inverse-model approximation in [24], where the non-causal time-shift is set to 0. The robustness filter $Q(z) = 0.1$.

The learning filter for the structure in Fig. 2 includes an integrator. Consequently, the ILC algorithm can not be stable along the pass since condition 2 in Theorem 3 is violated. The frequency-domain convergence condition 3, see Theorem 3, is satisfied, hence Theorem 5 applies to this case and it is expected that $f_k$ grows unbounded with the given $r(p)$.

The structure in Fig. 3 is stable along the pass for this case with the given $L$ and $Q$.

3) Results: The simulations are invoked using the reference $r(p)$, that is a smooth step in position from 0 to 0.1 m in 0.5 s time. The converged command signals are presented in Fig. 5a and Fig. 5b, for the parallel inferential ILC structure, and 2-DOF serial ILC structure, respectively. The results demonstrate that using the structure in Fig. 2 can lead to unbounded growth of the command signals of the ILC and the feedback controller, with opposite sign, as is seen in Fig. 5a, this supports the result in Theorem 5. The structure of Fig. 5b does not suffer from such a phenomenon, since it is stable along the pass. The resulting input $u_\infty(p)$ of the system $P$ is identical for both structures.

VI. CONCLUSION

This paper features an in-depth analysis of inferential ILC. It is shown that directly casting feedback-feedforward structures to the inferential setting can lead to configurations that are not stable in a 2D systems setting.

This aspect is analyzed in detail by casting the time-trial dynamics into a discrete linear repetitive process, a class of 2D systems. In order to facilitate the analysis of the inferential control structure, the 2D stability notion of stability along the pass is translated to conditions on the ILC algorithm, feedback controller, and process.
In case the feedback controller and learning filter have an integrator, that the state space system that generates the converged feedforward and error signals also includes this integrator. Analysis reveals that this eigenvalue is observable and controllable in the case of inferential ILC with a parallel structure. As such, the ILC command signal increases unbounded if the applied reference is constant and nonzero. A solution to this problem is presented and relies on changing the controller structure from a parallel to a serial configuration. A simulation example on a medium positioning drive of a wide-format printer is included to illustrate these conclusions.

Currently, inferential ILC is being implemented on the medium positioning drive in an experiment, see [3]. Ongoing research is towards multi-degree-of-freedom inferential ILC structures and inter-sample behavior.
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