Improving the $\mathcal{H}_\infty$ norm estimate of an active vibration isolation system using local rational models
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Abstract
Accurate uncertainty modeling is crucial in robust vibration controller design. A novel uncertainty modeling technique that enhances the estimated $\mathcal{H}_\infty$ norm of the model error based on the frequency response is developed in this paper. The major innovation is the use of the local rational method (LRM), a local parametric modeling method, to address the inter-grid error. Unlike classical frequency response function (FRF)-based methods that typically underestimate the $\mathcal{H}_\infty$ norm, the proposed technique allows to capture sharp resonance phenomena without the need for a user-intensive and time-consuming model selection step. The performance of the method is illustrated on a simulation example and on measurements of an industrial active vibration isolation system (AVIS). It is shown that in a short measurement time, a reliable estimate of the $\mathcal{H}_\infty$ gain can be attained. On the measurement data, a 7.5 dB improvement of the $\mathcal{H}_\infty$ norm is observed and validated.

1 Introduction
Robustness is of the utmost importance in vibration isolation to ensure that vibrations are not picked up by sensitive equipment, even when the operational conditions change slightly. An important example includes the active vibration isolation system (AVIS), where feedback is used to isolate high-precision equipment from external disturbances by means of skyhook damping [7]. Unfortunately, skyhook damping performance is limited by flexible resonances present at high frequencies. To tackle this, the ensuing model uncertainties can be accounted for in robust controller design as exemplified in [2, 26]. Unfortunately, these approaches can be inaccurate due to their reliance on rough prior assumptions. This can both lead to overly-conservative controllers when the uncertainty is overestimated, and unreliable controllers when the uncertainty is underestimated. In the latter case no performance or stability can be guaranteed, leading to potentially dangerous situations.

In the literature several approaches have been developed to provide accurate model uncertainty bounds.

1. Model validation is available both in time [17] and frequency [22] domain, but this is often overly optimistic [12].

2. Parametric model-error modeling [9] with explicit characterization of bias and variance requires a significant amount of effort and specific know-how from the user, and rely on assumptions that are asymptotic in the data length.

3. Non-parametric approaches exist [23] that evaluate the $\mathcal{H}_\infty$ norm on a discrete frequency grid. In-between the frequency grid, the error can be bounded in a worst-case sense [3], which can lead to
overly conservative estimates [24, Section 9.5.2].

4. Data-driven approaches [14, 25] have been developed that take the inter-grid error into consideration. However, such methods rely on a series of dedicated iterative experiments and are therefore time-consuming.

The latter methods have revealed that such iterative methods obtain much higher estimates than frequency response function (FRF) based ones, which means that intergrid errors are of key importance for estimating the $\mathcal{H}_\infty$ gain.

This paper proposes a method to estimate the $\mathcal{H}_\infty$ gain based on a single general-purpose experiment of limited length. The key novelty is the usage of local parametric models, provided by the local rational method (LRM) [10], and an interpolation strategy for $\mathcal{H}_\infty$ gain estimation. It is illustrated how this $\mathcal{H}_\infty$ estimate relates to the experiment length. The use of LRM in this context offers a practical golden mean between the global parametric approaches and the non-parametric ones.

Contents In Section 2 the problem is formulated and exemplified. Section 3 introduces the methods used: the local polynomial method (LPM), the LRM and how these can be utilized to estimate the $\mathcal{H}_\infty$ gain. The latter part concerns the essence of this paper. The simulation example of Section 2.1.1 is then discussed further in Section 4. The proposed technique is then illustrated on measurement data of an AVIS in Section 5. Finally, conclusions are drawn and future challenges are discussed in Section 6.

2 Problem formulation

To suppress vibrations, we make use of existing robust control synthesis techniques. Such techniques serve to construct a controller that guarantees good performance and stability for a class of plants. This requires the estimation of a nominal plant model $\hat{P}$ and the size of the plant set in terms of a bound on the model-error $\Delta$. The nominal $\hat{P}$ can be determined through first-principles modeling or system identification. Afterwards, a bound on the model error $\Delta$ remains to be estimated.

In this paper, we focus on the estimation of the $\mathcal{H}_\infty$ gain of the model-error $\Delta$ to this end. The $\mathcal{H}_\infty$ gain is defined as

$$\gamma = \|\Delta\|_\infty \triangleq \sup_\omega |\Delta(\omega)|$$

for single-input single-output (SISO) systems. In robust control design, $\|\Delta\|_\infty$ (or a weighted variant $\|W\Delta V\|_\infty$) is often used as a measure of the size of the model class [11, 21]. Here, we focus on the unweighted form to ease the presentation. Adapting the presented approach for weighting filters $W$ and $V$, however, is straightforward.

This paper follows a frequency response function (FRF)-based approach to estimate $\|\Delta\|_\infty$. Note that in practical situations, only a limited amount of data is available to perform this estimation. Consequently, the available frequency resolution is limited, which can cause severe underestimates in resonant systems. The aim of this paper is to obtain an accurate estimate of $\|\Delta\|_\infty$ using a limited amount of input/output data obtained during a single generic experiment.

2.1 Set-up

Examine the linear time-invariant (LTI) system representing the model-error in Figure 1. Its excitation signal $u_\Delta(t)$ is assumed known and its output signal $y_\Delta(t) = y_{\Delta0}(t) + v(t)$ is disturbed by the colored additive noise $v$. This system is observed during $N$ samples at the time instances $t = nT_s$ with $n = 0, 1, \ldots, N - 1$ for a sampling time $T_s$. Using the measured samples of $y_\Delta$ and the known samples of $u_\Delta$, we try to recover the FRF of $\Delta$ and its peak value $\|\Delta\|_\infty$. 
The results for this open-loop set-up can be generalized to closed-loop settings as illustrated in Section 5.

![Model-error system diagram]

Figure 1: Model-error system $\Delta$ in open loop set-up.

### 2.1.1 Example

Consider the following discrete time system

$$\Delta(z) = \frac{0.454z + 0.448}{z^2 - 1.060z + 0.961}$$

in the set-up depicted in Figure 1 for a sampling time of $T_s = 1$ s. White Gaussian noise $u_\Delta(t)$ with variance $\sigma_u^2 = 1$ is applied at the input. The variance of the noise $v$ is chosen such that the expected signal-to-noise ratio (SNR) at the output is 50 or 34 dB:

$$\text{SNR}_{\text{wanted}} = \|\Delta\|_2^2 \frac{\sigma_u}{\sigma_v} \approx \frac{\sigma_{y\Delta}}{\sigma_v}.$$  \hspace{1cm} (3)

After applying $N$ samples of the input sequence and measuring the same amount of output samples, we wish to determine the FRF of $\Delta$. A standard approach to do so is spectral analysis (SA) where the full record of $N$ input/output samples is split into $N_S$ segments of consecutive samples. Each of those $N_S$ segments are then windowed (e.g. using a Hann window) and transformed into the frequency domain by means of the discrete Fourier transform (DFT) (7). Division of the resulting output/input spectra and averaging over the different segments then estimates the FRF of $\Delta$. Alternative approaches to estimate $\Delta(\omega)$, such as the local polynomial method (LPM) and local rational method (LRM), will be introduced in detail in Section 3.

In Figure 2a, an estimate of the FRF of the example $\Delta$ (see (2)) is shown by processing the same input/output data record of $N = 97$ samples using:

- spectral analysis (SA) with a Hann window and $N_S = 1$ (i.e. no averaging),
- the local polynomial method (LPM),
- the local rational method (LRM).

It is clear that the limited frequency resolution hampers a good estimation of $\|\Delta\|_\infty$ based on these FRFs. The estimate of $\|\Delta\|_\infty$ using the SA approach cannot be improved by increasing $N_S$ as this would only reduce the frequency resolution. This means that resonances are even more likely to be overlooked.

In this paper, we propose to use locally parametric techniques such as the LPM and LRM to enhance the FRF estimate at the DFT frequency grid on the one hand and gain insight of the inter-grid behavior with the goal of estimating $\|\Delta\|_\infty$. A significant feature of these methods is that the system is not modeled using a global parametric model, thereby avoiding a difficult model selection step.

### 3 Method: local models

In this section the LPM and LRM are introduced and some practical considerations for their use are given. Starting from the global system equations, the approximations made by the local modeling approaches will be introduced.
Figure 2: Simulation showing that $\|\Delta\|_\infty (\cdots)$ is underestimated significantly at the discrete frequency grid. The LPM ($\ast$), LRM ($\bullet$) and SA ($\circ$) estimates of the FRF at the frequency grid are shown together with the true transfer function $\Delta(z)$ (---). These yield under-estimates of the $\mathcal{H}_\infty$ gain of $\Delta$, based on the LPM (---), LRM (---) and SA (---) as shown in Figure 2a. The LPM is severely biased due to the limited frequency resolution. Figure 2b shows that the LRM-interpolation (---) approach proposed in this paper, almost coincides with the true $\Delta(z)$ (---) and correctly estimates the $\mathcal{H}_\infty$ gain (---).

For an infinite data length, the system in Figure 1 can be described by

$$y_\Delta(n) = \Delta(z)u_\Delta(n) + v(n) = \Delta(z)u_\Delta(n) + H(z)e(n),$$

where $n = \frac{t}{T_s}$ is the time normalized by the sampling time $T_s$, $z^{-1}$ is the lag operator and both $\Delta(z)$ and $H(z)$ are rational functions that are stable and causal. In practice the data length is limited by the measurement time $T_m$, such that only the samples for $n \in \{0, \ldots, N-1\}$ are obtained. This can be incorporated into (4) by adding the term $t_\Delta(n)$ due to the transient response of the system $\Delta$ and, in lesser extent, the noise filter $H$:

$$y_\Delta(n) = \Delta(z)u_\Delta(n) + t_\Delta(n) + v(n).$$

A relationship equivalent to (5) can be written in the frequency domain, where we denote $k$ as the frequency bin corresponding to $\omega_k = \frac{2\pi k}{NT_s}$. This results in

$$Y_\Delta(k) = \Delta(\omega_k)U_\Delta(k) + T_\Delta(\omega_k) + V(k)$$

by transforming (5) using the DFT:

$$X(k) = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} x(n) \exp \left( -j\frac{2\pi kn}{N} \right).$$

The local modeling approaches such as the LPM and LRM hinge on the fact that the transfer function $\Delta(\omega)$ and transient $T(\omega)$ are smooth functions over the frequency. This is exploited by describing them using a local (parametric) model. For each frequency $\omega_k$, its local model is estimated by fitting the local model to the input/output data observed at $\omega_k$ at a small number of adjacent frequency bins.

3.1 The local polynomial method (LPM)

Smoothness is the underlying principle of the LPM. In (5), both the transfer function $\Delta(\omega_k)$ and the leakage term $T_\Delta(\omega_k)$ are known to be smooth functions in the frequency domain [19].
In the LPM, this smoothness is captured by means of a polynomial series around each frequency bin $\omega_k$:

$$\Delta(\omega_{k+r}) \approx b_0(k) + \sum_{i=1}^{N_B} b_i(k) r^i \triangleq \tilde{\Delta}_k(r)$$

$$T_\Delta(\omega_{k+r}) \approx t_0(k) + \sum_{i=1}^{N_T} t_i(k) r^i \triangleq \tilde{T}_k(r)$$

such that $\tilde{\Delta}_k(r)$ and $\tilde{T}_k(r)$ are the local models that describe the transfer function and transient in the vicinity of $\omega_k$. The (complex-valued) parameters $b_i(k)$ and $t_j(k)$ are then estimated by considering a local window of $2N_W + 1$ bins around each $\omega_k$ such that $r \in \{-N_W, \ldots, +N_W\}$. For this local window, (8) and (9) are substituted into (6) which is fitted in a least-squares sense. This is equivalent to minimizing the following local cost function

$$\sum_{r=-N_W}^{N_W} \left| Y_\Delta(k + r) - \tilde{\Delta}_k(r) U_\Delta(k + r) - \tilde{T}_k(r) \right|^2$$

for each measured frequency $\omega_k$. We denote the LPM applied with above settings as LPM ($N_W, N_B, N_T$) for brevity.

Note that although we introduce the LPM in a SISO output error (OE) setting, it can be extended to a mutiple-input mutiple-output (MIMO) errors-in-variables (EIV) setting as shown in [15,16]. For more details regarding the LPM, we also refer to [5, 18, 20].

### 3.2 The local rational method (LRM)

The LRM builds upon the same basic idea as the LPM: locally exploit the structure of the transfer function $\Delta(\omega)$ and leakage $T_\Delta(\omega)$ in the frequency domain [10]. The LRM uses rational functions to capture this behavior:

$$\Delta(\omega_{k+r}) \approx \frac{\sum_{i=0}^{N_B} b_i(k) r^i}{1 + \sum_{i=1}^{N_A} a_i(k) r^i} = \frac{B_k(r)}{A_k(r)} \triangleq \tilde{\Delta}_k(r)$$

$$T_\Delta(\omega_{k+r}) \approx \frac{\sum_{i=0}^{N_T} t_i(k) r^i}{1 + \sum_{i=1}^{N_A} a_i(k) r^i} = \frac{T_k(r)}{A_k(r)} \triangleq \tilde{T}_k(r).$$

To estimate the (complex-valued) local parameters $a_i(k)$, $b_i(k)$ and $t_i(k)$, the local models are again substituted into (6). The local cost function

$$\sum_{r=-N_W}^{N_W} | A_k(r) Y_\Delta(k + r) - B_k(r) U_\Delta(k + r) - T_k(r) |^2$$

that is minimized, is linked to the method of [8]. We denote the LRM with above settings briefly as LRM ($N_W, N_B, N_A, N_T$).

### 3.3 Practical considerations

In this section, a few practical remarks and general recommendations for the use of the LPM and LRM are given.

- The LPM ($N_W, N_B, N_T$) is identical to LRM ($N_W, N_B, 0, N_T$), which means that when no denominator $A_k(r)$ is estimated, the LRM reduces to the regular LPM.
The LPM/LRM amounts to solving a small linear least-squares problem (10)/(13) for each frequency bin. These are a convex optimization problems for which a closed-form solution exist and for which reliable and fast numerical implementations are widely available.

In applying these local modeling techniques, one still can still use the settings \( N_W, N_B, N_A \) and \( N_T \) to tune the performance of the method. In [15] it is argued that \( N_T = N_B \) is often a good choice. Moreover, these settings are chosen such that the local optimization problems (10)/(13) are overdetermined. That is, the number of complex degrees of freedom \( (2N_W - 1 - N_B - N_A - N_T) \) has to remain strictly positive. For the LRM, \( N_B = N_A = 1 \) is a reasonable choice if one assumes that the FRF in each local window \( (2N_W + 1) \) bins is predominantly determined by the behavior of a single pole or zero.

To separate \( \Delta \) and \( T_\Delta \) in (6), one has to impose extra constraints on the input signal. These imply that the input spectrum \( U(\omega_k) \) should behave sufficiently ‘rough’ over all frequencies. Practically, this is the case for random noise and random phase multisines [19].

In most applications, one is interested in the improved FRF estimate of \( \Delta \) and/or the transient \( T_\Delta \) at each frequency bin only. This information is estimated directly by means of the \( b_i(k) \) and \( t_i(k) \) coefficients. In this paper all estimated parameters \( b_i(k) \) and \( a_i(k) \) need to be stored for every \( \omega_k \) to be able to interpolate the FRF in-between the frequency grid.

Note that at the edges of the frequency grid (where \( k \leq N_W \) or \( k \geq \frac{N}{2} - N_W \)), the local window index \( r \) in (13) or (10) becomes invalid. This can be worked-around by using an asymmetric local window in these cases as in [15] or by asserting the periodicity of the DFT over \( \omega \) as in [10]. In this paper, we disregard such edge cases to facilitate the notations but handle them using the former method in the calculations.

### 3.4 Local models for \( \mathcal{H}_\infty \) estimation

In the previous section, it was shown that the LPM and LRM allow to estimate the FRF of the model-error system \( \Delta \) where the leakage \( T_\Delta \) has been suppressed. This is basically achieved by approximating \( \Delta \) and \( T_\Delta \) around \( \omega_k \) by low-order local models \( \Delta_k \) and \( T_k \). In this section, we exploit the local models estimated by the LRM or LPM to gain insight into the inter-grid behavior of \( \Delta \) and eventually estimate \( \| \Delta \|_\infty \).

In a typical FRF-based approach, only a discrete grid of values for \( \omega_k \) is available. As in [23], the \( \mathcal{H}_\infty \) norm is then approximated by:

\[
\gamma_{\text{FRF}} \triangleq \max_{\omega_k} |\Delta(\omega_k)| \leq \|\Delta\|_\infty = \gamma
\]

(14)

where the discrete frequency grid gives rise to an underestimate of \( \gamma \) as shown in Figure 2a.

The main concern is to determine \( \Delta(\omega) \) for \( \omega \) in-between the observed frequency grid. For the LPM/LRM each frequency bin \( \omega_k \) has an associated local model \( \Delta_k \) that was estimated using input/output data of its surrounding bins. To reinforce this interpretation, we introduce the notation

\[
\Delta_k (\omega_{k+r}) \triangleq \Delta_k (r)
\]

(15)

as the frequency response of \( \Delta \) in \( \omega_{k+r} \) according to the local model around frequency bin \( \omega_k \). For every \( \omega \) (within the extent of the frequency grid), this means that two adjacent local models can be found: \( \Delta_{k_L}(\omega) \) and \( \Delta_{k_R}(\omega) \). As these models are parametric (see (11)), they can be evaluated over a continuous frequency range \( \omega \) around the corresponding frequency bins.

To estimate \( |\Delta(\omega)| \) in the definition of the \( \mathcal{H}_\infty \) norm (1), this means that the LPM/LRM provides us with two candidate estimates: \( |\Delta_{k_L}(\omega)| \) and \( |\Delta_{k_R}(\omega)| \). In spirit of the worst-case interpretation of the \( \mathcal{H}_\infty \) norm, a pragmatic solution is to retain only the largest of both:

\[
|\Delta(\omega)|_{\text{LRM}} = \max \{|\Delta_{k_L}(\omega)|, |\Delta_{k_R}(\omega)|\}.
\]

(16)
This naturally leads to an estimate of the $\mathcal{H}_\infty$ gain using local models:

$$\gamma_{\text{LRM}} \triangleq \|\Delta_{\text{LRM}}\|_\infty \triangleq \max_\omega |\Delta(\omega)|_{\text{LRM}} = \max_\omega \max \{|\Delta_{k_L}(\omega)|, |\Delta_{k_H}(\omega)|\}.$$  \hspace{1cm} (17)

Instead of performing the formal optimization problem (17) over the continuous frequency $\omega$, we approximate its solution by evaluating this expression on a sufficiently dense frequency grid. This approximates the original problem up to arbitrary precision by increasing the grid density of $\omega$.

4 Simulation

We revisit the example given in Section 2.1.1 to examine the performance of the proposed $\mathcal{H}_\infty$ gain estimation procedure (17). The basic set-up is given in Figure 1 with $\Delta(z)$ defined in (2). The results for methods that only take the on-grid FRF into account have been presented in Figure 2a. It is clear that the limited frequency resolution hampers their usability.

By taking a closer look at the results in Figure 2b of the LPM $(5, 2, 2)$ and LRM $(6, 1, 1, 1)$, we see that the LPM is not well-adapted to this setting. Obviously, the interpolation is not improving the poor performance at the discrete frequency grid for the inter-grid frequencies. Around this resonance, the LPM needs enough points to capture the resonant pole using only the numerator coefficients [20].

The LRM on the other hand performs well in Figure 2b. Both the theoretical value and the interpolated $|\Delta|_{\text{LRM}}$ coincide almost perfectly. The $\mathcal{H}_\infty$ gain obtained using interpolation is equal to the theoretical $\|\Delta\|_\infty = 24$, a huge improvement over the on-grid estimate of $\gamma_{\text{FRF}}^{(\text{LRM})} = 14$. Intuitively, the LRM locally estimates a single (complex) pole to model the resonance, which yields a much better approximation than the LPM. These results indicate that the proposed method is able to retrieve the $\mathcal{H}_\infty$ gain well from simulated input/output data using only a limited number of samples.

4.1 Considerations for the experiment length

It has become apparent that frequency resolution, and hence measurement time, is crucial to obtain a good estimate of the $\mathcal{H}_\infty$ gain. By properly interpolating local models this effect can be mitigated as demonstrated in the previous section. Obviously, there will still be a minimal frequency resolution required to capture the resonant pole using the LRM.

In this section we briefly look into the effect of the record length $N$ (i.e. measurement time) on the estimated $\|\Delta_{\text{LRM}}\|_\infty$. This is done by running the original simulation depicted in Section 2 for a large number of samples. From the simulated input/output data only the first $N$ samples are used to estimate $\|\Delta\|_\infty$ by applying the interpolation approach (17) to both LPM and LRM. For the same large data record, the effective record length $N$ is then varied between 28 and 16000. The corresponding estimates are shown in Figure 3. In practical environments, rules-of-thumb are often used to guess the required measurement time $T_m$. Such rules typically relate measurement time and the dominant time constant $\tau$ of the system [20], e.g. $T_m \geq 5\tau$.

For the simulated system (2), the time constant $\tau = 50$ samples, which allows us to compare the results of the proposed method with such heuristics.

Figure 3 shows that $N \geq 1000 = 20\tau$ is required to properly estimate the peak amplitude using only the FRF at the discrete frequency grid, even when noiseless data would be available. As expected, for very large values of $N$, all methods provide an identical estimate that coincides with the true value. The interpolated LRM yields an improved estimate when $N \geq 97 \approx 2\tau$; the LPM is unable to provide such an advantage. This means that in this particular case, the interpolated LRM approach improves over the on-grid estimate using a data record that is ten times shorter.
Figure 3: The $H_\infty$ norm of the true FRF on the discrete frequency grid, $\gamma_{\text{FRF}}$ (•••), significantly underestimates the actual $\|\Delta\|_\infty$ (---) for short experiments where $N < 1000$. The proposed estimate $\|\Delta_{\text{LRM}}\|_\infty$ (---) is already reliable when $N \geq 97$, unlike $\|\Delta_{\text{LPM}}\|_\infty$ (—). For $N = 97$ (-----) the obtained FRFs are shown in Figure 2.

5 Experimental verification on an active vibration isolation system

The method proposed in this paper is illustrated on the industrial active vibration isolation system (AVIS) in Figure 4. This AVIS is composed of a support structure affixed to the ground and a payload platform suspended on airmounts such that it can move freely. The active control part of the AVIS consists of six geophones that measure the platform velocity and eight Lorentz motors attached at the corners. To ease the presentation, we only consider a SISO part of this AVIS, particularly the vertical translation.

Figure 4: The active vibration isolation system (AVIS).
5.1 Robust control framework

As the AVIS operates in closed-loop, a suitable uncertainty representation is used: the so-called dual-Youla-Kučera structure [1, 6]. This leads to a model set \( \mathcal{P} \) shown in Figure 5 and described formally by

\[
\mathcal{P} \triangleq \left\{ \frac{\hat{N} + D \Delta}{D - N \Delta} \mid \|\Delta\|_\infty \leq \gamma \right\},
\]

in which \( \gamma \) is the \( \mathcal{H}_\infty \) norm that is to be estimated. To do so, \( u_\Delta \) and \( y_\Delta \) are required in Figure 5. In [1] it is shown that \( u_\Delta \) can be calculated without any influence of noise but \( y_\Delta \) is disturbed by noise. Consequently the dual-Youla structure (Figure 5) simplifies to output-error (Figure 1) regarding the estimation of \( \|\Delta\|_\infty \).

5.2 Measurement results

Beforehand, we determine an eight-order parametric model \( \hat{P} \) as a coprime factorization. This is a global parametric model that is fitted using the identification framework of [13] employing the same \( \mathcal{H}_\infty \) criterion \( \|WT(P, C)V\|_\infty \) for both system identification and robust controller design where \( T(P, C) \) denotes the closed-loop transfer function from \( [r_1 \ r_2] \) to \( [u \ y] \) in Figure 5 and \( W \) and \( V \) are weighting filters. The estimated model \( \hat{P} \) is shown in Figure 6.

![Figure 5: Dual-Youla model structure.](image)

![Figure 6: Estimated parametric model \( \hat{P} = \hat{N}\hat{D}^{-1} \) of the AVIS and a measured FRF (---).](image)

We measure the FRF of the AVIS using five periods of a random phase quasi-logarithmic multisine [4]. Each period contains 65,636 samples with a sampling time of \( T_s = 1 \) ms and 1550 bins are excited in such a way that \( \frac{\omega_k}{\omega_{k-1}} \approx 1.001 \). This excitation signal is applied at the feed-forward input \( r_1 \), while the set-point...
(r_2) is kept zero in the feedback set-up with an experimental PID controller C_{\text{exp}} in place. The estimated model (Figure 6) provides a reasonable description of the plant behavior, but obviously doesn’t capture all the dynamics. These unmodeled dynamics are then part of Δ, whose FRF is determined [1] by calculating u_\Delta and y_\Delta from the known controller C_{\text{exp}} and estimated nominal plant model \hat{P}.

To evaluate the performance of the proposed method on a low-resolution frequency grid, we take one out of every four bins to perform the estimation. We process these bins using LRM (6,2,2,2) and LPM (4,2,2) to obtain both the FRF and their interpolated counterparts. To validate these results, the full data record is used and processed using the LRM as shown in Figure 7.

![Figure 7](image)

(a) Measured Δ of the AVIS. (b) Zoomed fragment of Figure 7a.

Figure 7: Measured Δ of the AVIS. The FRF estimated by the LPM (•) and LRM (•) on a sparse frequency grid is shown. It can be observed that the LPM (4,2,2) is unable to properly capture the resonance peaks. By interpolating the LRM (---) the estimate of the peak amplitude near 329 Hz is improved by 7.5 dB. Both the interpolation and the peak estimate are validated against a four times denser data record (--•--).

In Figure 7 one can observe that the LPM is again unable to properly capture the resonance peaks. The interpolated LRM for the estimation data and validation record agree to about 5%. Moreover, the resonance peak at 328 Hz (Figure 7b) is estimated well using only the sparse frequency grid, but in agreement with the dense validation record. The corresponding peak amplitude of −2.5 dB for the interpolated LRM improves upon the non-interpolated peer by 7.5 dB in amplitude. Again, this is seen to be in good agreement with the four times denser validation data record. This again underlines that the interpolated LRM is able to provide a good estimate of \|\Delta\|_\infty using much less data (or measurement time).

6 Conclusions

Non-conservative robust control design for vibration suppression requires a reliable estimate of the \mathcal{H}_\infty norm of the model error Δ. In this paper, we have presented a novel technique to estimate \|\Delta\|_\infty by interpolating neighboring low-order local parametric models obtained by the LRM. This technique does not depend on a global parametric model, but it takes the inter-grid behavior into account. In this paper it is illustrated on simulations that \|\Delta\|_\infty can be estimated reliably without a difficult model selection step. Moreover, measurement time is reduced by almost an order of magnitude compared to basic FRF-based techniques. The method is validated on measurements of an industrial AVIS where an improvement of 7.5 dB was observed and validated for \|\Delta\|_\infty. Ongoing research focuses on extending these results to the MIMO case.
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