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Abstract—Model inversion is essential in many control approaches, including inverse model feedforward and iterative learning control (ILC). The aim of this paper is the development of inversion techniques for linear periodically time-varying (LPTV) systems, possibly multivariable. The proposed method involves stable inversion, where bounded solutions are computed through a two-point boundary value problem. A key aspect herein involves a new dichotomic split for the stable and unstable dynamics, which is nontrivial for general LTV systems. As a special case, well-known stable inversion techniques for LTI systems are recovered. The approach is successfully demonstrated on a position-dependent wafer stage system.

I. INTRODUCTION

Model inversion is an important aspect in many control approaches, including feedforward and iterative learning control (ILC). Key advantages include the exploitation of preview to compensate for, e.g., reference induced, disturbances. Herein, model inversion is essential for perfect compensation. This can either be an exact inverse of the system as in inverse model feedforward, or the inverse of the process sensitivity as learning filter in ILC.

For minimum-phase systems the inverse is stable and yields bounded solutions. However, for nonminimum-phase systems, a direct inverse may be unstable and yields unbounded solutions. Several approaches have been developed to determine bounded solutions for the inverse of nonminimum-phase systems. This includes the approximate solutions ZPETC [25], ZMETC, and NPZ-Ignore, see [6] for a comparison, and developments into exact inversion techniques such as stable inversion [20], [12], [13], [29]. In stable inversion, the unstable part is seen as a noncausal feedforward as in [3] for LPTV systems, including non-equidistantly sampled systems, multirate systems, and position-dependent systems with periodic tasks. Second, the implementation of a learning filter for ILC [5] in LPTV applications. Other applications may be found in various fields that exhibit periodicity, e.g., due to rotating components as in aerospace, wind turbines, and automotive. Results related to the research reported here for stable systems include [21].

The main contribution of this paper is the development of a general stable inversion approach for LPTV system applications. In [16], [23] feedback and in [28] feedforward optimization based approaches for multirate sampling are presented based on [8]. In contrast, in the present paper an exact inverse is obtained.

Two immediate applications are foreseen for stable inversion of LPTV systems. First, the development of rational noncausal feedforward as in [3] for LPTV systems, including non-equidistantly sampled systems, multirate systems, and position-dependent systems with periodic tasks. Second, the implementation of a learning filter for ILC [5] in LPTV applications. Other applications may be found in various fields that exhibit periodicity, e.g., due to rotating components as in aerospace, wind turbines, and automotive. Results related to the research reported here for stable systems include [21].

The outline of this paper is as follows. In section II, the problem of finding bounded solutions for LPTV systems is formulated. The main result, the stable inversion approach for LPTV systems, is presented in section III. In section IV, the stable inversion approach is demonstrated on a position-dependent wafer stage system. Conclusions are given in section V.

II. PROBLEM FORMULATION

Throughout the paper, square LPTV systems are considered. In this section, the class of LPTV systems is defined, the motivation for this type of systems is given, and the system inversion problem is posed.

A. LPTV systems

In this paper, linear periodic time-varying (LPTV) systems are considered, i.e., systems satisfying Definition 1 and
Definition 2. See also [15, sec. 11.2.5] and [8], [22], for more on LPTV systems.

**Definition 1 (Linearity).** System $H$ is linear if for input $\alpha u$, the output is $\alpha y$, $\forall \alpha \in \mathbb{R}$.

**Definition 2 (Periodicity).** System $H$ is periodic with period $\tau \in \mathbb{N}$ if it commutes with the delay operator defined by $(D \tau u)_k = u_{k-\tau}$, i.e., $D \tau H = H D \tau$.

Linear time-invariant (LTI) systems are a special case of LPTV systems as given by Definition 3. Stability of LTI systems is defined in Definition 4.

**Definition 3 (Linear time-invariant).** $H$ is linear time-invariant (LTI) if it satisfies Definition 1 and Definition 2 for all $\tau \in \mathbb{N}$.

**Definition 4 (LTI stability).** LTI system $H$ (see Definition 3) is stable iff all eigenvalues $\lambda_i$ of the state matrix $A$ are within the unit circle, i.e., $|\lambda_i(A)| < 1, \forall i$.

Unless stated otherwise, Assumption 5 is imposed.

**Assumption 5.** System $H$ is square and LPTV with period $\tau \in \mathbb{N}$, i.e., $H$ has the same number of outputs as inputs, and satisfies Definition 1 and Definition 2.

The monodromy matrix [2, §3.1] plays a key role in obtaining the dichotomy and is defined in Definition 6.

**Definition 6 (Monodromy matrix ).** For an LPTV system $(A_k, B_k,C_k, D_k)$ with period $\tau$, the monodromy matrix is defined as

$$\Psi \triangleq \Psi_0 = A_{\tau-1}A_{\tau-2}\ldots A_0. \quad (1)$$

To facilitate the dichotomy, the monodromy matrix is assumed to be hyperbolic as stated in Assumption 7, see also [10, Theorem 3] and [12, Condition 1].

**Assumption 7.** Monodromy matrix $\Psi$, see Definition 6, is assumed to be hyperbolic, i.e., contains no eigenvalues on the unit circle.

**Remark 8.** If $\Psi$ is non-hyperbolic, similar techniques as in [14] can be exploited to approximate the output.

**B. Motivation: feedforward and ILC design**

Consider the closed-loop system in Fig. 1(a), where $G$ is the system to control and $C$ a (stabilizing) feedback controller. The control goal is to minimize error $e = r - y$. High performance can be achieved by design of the feedforward filter $F$. A common approach is the use of inverse model feedforward in which $F \approx G^{-1}$. Alternatively, ILC can be used as shown in Fig. 1(b), where the feedforward signal is ‘learned’ in an iterative fashion through a learning filter $L \approx (SG)^{-1}$, with $SG = (I + GC)^{-1}G$ the process sensitivity. Although these techniques use different models, they can both be captured in the diagram shown in Fig. 1(c). The goal is the computation of a bounded output signal $u$ for $F = H^{-1}$.

**C. Problem formulation**

The aim of this paper is to develop LPTV model inversion techniques for control applications as outlined in section II-B. A central aspect herein is that inverses may be unstable, e.g., in the LTI case due to nonminimum-phase zeros of the original system. Indeed, this situation occurs very often if sampling is considered, see, e.g., [1].

**III. STABLE INVERSION**

In section III-A, stable inversion for general LTV systems is presented. These results hinge on the knowledge of a dichotomy between stable and unstable dynamics. The dichotomy for LPTV systems is presented in section III-B. The regular inversion solution and stable inversion solution for LTI systems are recovered as special cases in section III-C.

**A. LTV stable inversion**

First, the stable inversion procedure is presented for general LTV systems, i.e., not necessarily satisfying Definition 2. A state-space realization of the inverse LTV system $F = H^{-1}$ is provided by Lemma 9.

**Lemma 9.** Let $H$ have state-space realization $(A^H_k, B^H_k,C^H_k,D^H_k)$, then $F = H^{-1}$ has a state-space realization $(A_k,B_k,C_k,D_k)$, with

$$\begin{bmatrix} A^H_k - B^H_k(D^H_k)^{-1}C^H_k & B^H_k(D^H_k)^{-1} \\ -(D^H_k)^{-1}C^H_k & -(D^H_k)^{-1} \end{bmatrix}.$$

**Proof.** Follows directly from interchanging the input and output.

If one can find a dichotomic split into a stable and unstable part, then Theorem 10 provides the bounded stable inversion solution.

**Theorem 10** (Stable inversion of LTV systems). Consider a hyperbolic LTV system $F$ over the time interval $k_s < k < k_e$.
Let the state-space of $F$ be split as
\begin{align}
    x_k^s &= A_k^s x_k^s + A_k^u x_k^u + B_k^r r_k,
    x_k^u &= A_k^u x_k^s + A_k^u x_k^u + B_k^u u_k,
    u_k &= C_k^s x_k^s + C_k^u x_k^u + D_k r_k,
\end{align}
where $x_k^s$ is picking up the stable part, i.e., $\lim_{k \to \infty} ||x_k^s|| = 0$, with $x_k^s = 0$ and $x_k^u$ the unstable part, i.e., $\lim_{k \to \infty} ||x_k^u|| = 0$, with $x_k^u = 0$. Then, to find the bounded solution, solve for $P_k$ backward in time using
\begin{align}
    P_k &= (A_k^u - P_{k+1} A_k^u)^{-1} (P_{k+1} A_k^s - A_k^s),
    P_k = 0,
\end{align}
and for $g_k$ backward in time using
\begin{align}
    g_k &= (P_{k+1} A_k^u - A_k^u)^{-1} (B_k^r r_k - P_{k+1} B_k^u r_k - g_{k+1}),
    g_k = 0.
\end{align}
Then, $x_k^s$ can be solved forward in time from
\begin{align}
    x_{k+1}^s &= (A_k^s + A_k^u P_k) x_k^s + B_k^r r_k + A_k^u g_k,
    x_k^s = 0,
\end{align}
and $x_k^u$ follows from
\begin{align}
    x_k^u &= P_k x_k^s + g_k.
\end{align}
The output follows directly from
\begin{align}
    u_k &= C_k^s x_k^s + C_k^u x_k^u + D_k r_k.
\end{align}

**Proof.** Follows along similar lines as the continuous-time results in [7]. The sweep method is applied, i.e., it is assumed there exist $P_k, g_k$ such that (6) holds. Eliminating $x^u$ from the state equations in (2) yields a linear relation of the form $A x_k^s = B, \forall x_k^s$. Since the relation holds for all $x_k^s$, the solution is found from equating $A = 0$ and $B = 0$ yielding (3) and (4), respectively. \hfill \Box

Hence, if a dichotomy of the system in a stable and unstable part is available as in (2), then Theorem 10 provides a bounded solution of the LTV system. The solution is exact for $k_s \to -\infty$ and $k_e \to \infty$. Note that the solution is noncausal since (3) and (4) are solved backwards in time. In particular, it is the solution of a two-point boundary value problem, see (3), (4), and (5). The question remains how to determine such a dichotomy. In the following section, the dichotomy for LPTV systems is presented.

**Remark 11.** If $H$ is strictly proper, then Lemma 9 is not directly applicable since $D_k^H$ is not invertible. For such systems, let $\bar{H} = H D_{-\rho}$ with $\rho$ the relative degree of $H$. Then, $u_k = D_{-\rho} u_k = \bar{u}_{k+1}$, where $\bar{u}_k$ is the output of the bi-proper system $\bar{F} = H^{-1}$ found through Lemma 9. The approach is illustrated in Fig. 2. Note that the results are exact on an infinite interval.

**Remark 12.** Note that in the presented formulation, (3) and (4) require $(A_k^u - P_{k+1} A_k^u)$ to be invertible.

![Fig. 2. Time-shifting $u_k$ with the relative degree $\rho$ of $H$ allows to invert the bi-proper system $\bar{F}$. Signal $u_k$ is found by applying a forward shift of $\rho$ samples to the output $\bar{u}_k$ of $\bar{F} = H^{-1}$.](image)

### B. Dichotomic split

In order to apply Theorem 10, a dichotomic split of the states in stable states $x_k^s$ and unstable states $x_k^u$ has to be found. Suppose such a split is given by a static state transformation matrix $T$, i.e.,
\begin{align}
    x_k &= T \begin{bmatrix} x_k^s \\ x_k^u \end{bmatrix},
\end{align}
Then $T$ provides the dichotomic split of the system $(A_k, B_k, C_k, D_k)$ into (2) for which Theorem 10 provides the bounded stable inversion solution. There are many possible choices to decompose the system. For example, an obvious choice for LTI systems with distinct poles is an eigendecomposition. However, for LTV systems the choice is non-trivial, in particular because the eigenvalues may change over time.

Theorem 13 provides a key result to obtain the dichotomic split, namely the periodicity of the inverse $F$. This periodicity is exploited to obtain the dichotomic split for LPTV systems through the monodromy matrix as defined in Definition 6, see also [2, sec. 3.1]. Using the monodromy matrix, the main result can be posed: the dichotomic split for LPTV systems in Theorem 14.

**Theorem 13.** If $H$ is LPTV, then $F = H^{-1}$ is LPTV.

**Proof.** If $H$ is periodic with period $\tau \in \mathbb{N}$, then $A_{k+n\tau}^H = A_k^H, B_{k+n\tau}^H = B_k^H, C_{k+n\tau}^H = C_k^H, D_{k+n\tau}^H = D_k^H, \forall n \in \mathbb{N}$. By Lemma 9, $A_k, B_k, C_k, D_k$ are also periodic with period $\tau$ and hence $F$ is periodic with period $\tau$. \hfill \Box

**Theorem 14** (Dichotomic split for LPTV systems). Let system $F$ satisfy Assumption 5 and Assumption 7 and let $T$ satisfy
\begin{align}
    T^{-1} \Psi T &= \begin{bmatrix} \Psi^s & 0 \\ 0 & \Psi^u \end{bmatrix},
\end{align}
with $\Psi$ in (1), $|\lambda_i(\Psi^s)| < 1, \forall i$ and $|\lambda_i(\Psi^u)| > 1, \forall i$, where $\lambda_i$ is the $i$-th eigenvalue. Then the system $F$ after state transformation (8) satisfies the dichotomic split in (2).

**Proof.** Applying state transformation (8) to $F$ yields
\begin{align}
    \begin{bmatrix} A_k^s & A_k^u \\ A_k^u & A_k^u \end{bmatrix} &= T^{-1} A_k T, \\
    \begin{bmatrix} B_k^r \\ B_k^u \end{bmatrix} &= T^{-1} B_k, \\
    \begin{bmatrix} C_k^s & C_k^u \end{bmatrix} &= C_k T, \\
    D_k &= D_k.
\end{align}
The transformed system has monodromy matrix
\[ \tilde{\Psi} = \tilde{A}_{\tau-1} \tilde{A}_{\tau-2} \ldots \tilde{A}_0 \]
\[ = (T^{-1}A_{\tau-1}T)(T^{-1}A_{\tau-2}T) \ldots (T^{-1}A_0T) \]
\[ = T^{-1}A_{\tau-1}A_{\tau-2} \ldots \]
\[ = T^{-1}\Psi T. \]

Its characteristic multipliers \( \lambda_i \) are the roots of the characteristic polynomial \( p_c(\lambda) = \det[\lambda I - \Psi] \) which are time-invariant since \( \Psi \) is constant. By [2, Proposition 3.3], the transformed system is stable over the period \( \tau \) if and only if \( |\lambda_i| < 1, \forall i \). Hence, the transformed system satisfies the desired dichotomic split in (2).

With the dichotomic split of Theorem 14 into (2), Theorem 10 can be applied to find the bounded stable inversion system. A step-by-step procedure for stable inversion of LPTV systems is provided in Procedure 15.

### Procedure 15 Stable inversion of LPTV systems.

Given an LPTV system satisfying Assumption 5 and Assumption 7:

1) Calculate monodromy matrix \( \Psi \) in (1).
2) Determine a matrix \( T \) satisfying (9).
3) Transform the system using state transformation (8) leading to (2).
4) Solve \( P_k \) backward in time using (3).
5) Solve \( g_k \) backward in time using (4).
6) Solve \( x^s_k \) forward in time using (5).
7) Calculate \( x^u_k \) using (6).
8) Calculate the bounded output \( u_k \) using (7).

### Remark 16. The choice for \( T \) is not unique. A typical choice for \( T \) to satisfy (9) is an ordered eigenvector matrix of \( \Psi \), but also Jordan and Schur decompositions can be exploited. Interestingly, Floquet Theory [2, §1.2] shows that, under some additional conditions, there exists time-varying \( T_k \) such that the transformed system has constant state matrix. Such a transformation significantly simplifies Procedure 15. Research related to this will be reported elsewhere.

### C. Special cases

Corollary 17 shows that the regular inversion solution is recovered for stable LPTV systems.

### Corollary 17 (Periodically stable system). If \( H \) is stable per period \( \tau \), i.e., \( |\lambda_i(\tilde{\Psi})| < 1, \forall i \), the stable inversion solution reduces to the direct inverse solution.

**Proof.** If \( |\lambda_i(\tilde{\Psi})| < 1, \forall i \), all states are considered stable, hence \( A^s_k = A_k, B^s_k = B_k, C^s_k = C_k \) and \( A^u_k, A^u_k, A^u_k, B^u_k, C^u_k \) are nonexistent. Substitution in Theorem 10 shows that \( P_k, g_k, x^w_k \) are nonexistent, and consequently the state-space system (5), (6), (7) reduces to

\[ x^s_{k+1} = A_kx^s_k + B_kr_k, \quad x^s_k = 0, \]
\[ u_k = C_kx^s_k + D_kr_k, \]

which is the original state-space system \( F \).

Corollary 18 show that stable inversion for LTI systems is recovered as special case. See also [17] for discrete-time systems and [29] for continuous-time systems.

### Corollary 18 (Stable inversion of LTI systems). Consider a square LTI system (see Definition 3) satisfying Assumption 7 with state-space realization \((A, B, C, D)\), and let \( T \) satisfy

\[ T^{-1}AT = \begin{bmatrix} \Psi^s & 0 \\ 0 & \Psi^u \end{bmatrix}, \]

where \( |\lambda_i(\Psi^s)| < 1, \forall i \) and \( |\lambda_i(\Psi^u)| > 1, \forall i \). Then, for state transformation (8), the bounded stable inversion solution is given by

\[ x^s_{k+1} = \Psi^sx^s_k + B^sr_k, \quad x^s_k = 0, \]
\[ x^u_k = (\Psi^u)^{-1}(x^s_{k+1} - B^ur_k), \quad x^u_k = 0, \]
\[ u_k = C^sx^s_k + C^ux^u_k + Dr_k. \]

**Proof.** Procedure 15 is followed by, with Definition 3, \((A_k, B_k, C_k, D_k) = (A, B, C, D)\):

1) By Definition 6, \( \Psi = A (\tau = 1) \) and by Assumption 7 \( |\lambda_i(A)| \neq 1, \forall i \).
2) Substitution of \( \Psi = A \) in (9) yields condition (11).
3) (10) reduces to

\[ \begin{bmatrix} A^{ss} & A^{su} \\ A^{us} & A^{uu} \end{bmatrix} = \begin{bmatrix} \Psi^s & 0 \\ 0 & \Psi^u \end{bmatrix}, \]
\[ \begin{bmatrix} B^s \\ B^u \end{bmatrix} = T^{-1}B, \]
\[ \begin{bmatrix} C^s \\ C^u \end{bmatrix} = CT, \]
\[ D = D. \]

4) Since \( A^{su} = 0, A^{us} = 0 \), it follows from (3) that \( P_k = 0, \forall k \).
5) (4) reduces to

\[ g_k = -(\Psi^u)^{-1}(B^ur_k - g_{k+1}), \quad g_k = 0. \]
6) (5) reduces to (12).
7) \( x^s_k \) reduces to (13) since \( x^s_k = g_k \) according to (6).
8) (7) becomes (14).

Hence, the LTI solution is recovered.

Corollary 18 shows that the stable inversion approach for LPTV systems outlined in Procedure 15 simplifies significantly for LTI systems. In particular, the stable and unstable states are completely decoupled \((P_k = 0, \forall k)\), where the stable state is found by solving (12) forward in time, and the unstable stable state by solving (13) backward in time.

### Remark 19. For LTI systems, the invertibility requirement in Remark 12 is always satisfied since it reduces to \( \Psi^u \) being invertible which is satisfied by definition.

### IV. APPLICATION TO A WAFER STAGE

One of the challenges in motion systems is position-dependent behavior, as present in, for example, wafer stages. Wafer stages are key motion systems in wafer scanners used for the production of integrated circuits.
A. Wafer stage system

A simplified 2D model of a wafer stage in the horizontal plane is considered as shown in Fig. 3. The stage is actuated by force input $u$, can translate in $x$ and $y$ direction, and rotate in $\phi$ direction. The output is the distance $\hat{x}$ between the metrology frame and the wafer stage which is measured through an interferometer located on the metrology frame. The parameters are listed in Table I.

A typical wafer stage movement is a so-called meander pattern as illustrated in Fig. 4(a), see also [26]. The position $y$ is assumed to be prescribed by the periodic movement in Fig. 5(a) and is controlled by a PD controller represented by the spring and damper in Fig. 3. Since for $t \neq 0$, position $y$ effects measurement $\hat{x}$, the $\hat{x}$-dynamics are position dependent. The desired trajectory $\hat{x}_d$ for $\hat{x}$ is also shown in Fig. 5(a). The combination of $y$ and $\hat{x}_d$ generate the meander pattern shown in Fig. 4(b).

The continuous-time state-space realization $(A^c, B^c, C^c, D^c)$ of the $\hat{x}$-dynamics, linearized around $\phi, \dot{\phi} = 0$, with input $u$, state $[x \ \dot{x} \ \phi \ \dot{\phi}]^T$, and output $\hat{x}$ is

$$
\begin{bmatrix}
A^c & B^c \\
C^c & D^c
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{m} \\
0 & 0 & 0 & 1 & 0 \\
0 & -\frac{1}{2} \frac{d^2 y_k}{dt^2} & -\frac{1}{2} \frac{d^2 y_k}{dt^2} & \frac{1}{2} l & 0 \\
1 & 0 & \frac{1}{y_k} & 0 & 0
\end{bmatrix}.
$$

System $H$ is the zero-order-hold discretized system

$$
H = \frac{s}{C_k} \begin{bmatrix} A & B \\ C_k & D \end{bmatrix} = \frac{e^{Ah}}{C_k} \begin{bmatrix} A^c & (A^c)^{-1}(A-I)B^c \\ C^c & D^c \end{bmatrix},
$$

with sampling interval $h = 0.001 \text{s}$. Note that $H$ is indeed position dependent through $C_k$. Moreover, for the given parameters, the system is minimum phase if $y_k > 0$, and non-minimum phase for $y_k < 0$. Since $y_k$ is periodic, $H$ is LPTV. Also note that $H$ is strictly proper since $D = 0$. Therefore, the techniques in Remark 11 are used to obtain bi-proper $\bar{H}$. The inverse is given by $\bar{F} = \bar{H}^{-1}$ according to Lemma 9.

B. Results

Forward time simulation of $F$ with reference $r = \hat{x}_d$ and trajectory $y$ in Fig. 5(a) yields the unbounded signal $u$ shown in Fig. 5(b). Although input $u$ is unbounded, the output $\hat{x}$ exactly matches the desired trajectory $\hat{x}_d$ due to the exact inverse, see Fig. 5(a).

To obtain bounded input $u$, the stable inversion approach in Theorem 10 is applied. The monodromy matrix $\Psi$ reveals one unstable and three stable states. The stable inversion approach yields bounded $u$ in Fig. 5(b) as desired. For this input, the output position $\hat{x}$ perfectly tracks the desired trajectory $\hat{x}_d$ as shown in Fig. 5(a).

The example demonstrates the application of the stable inversion approach for LPTV systems to a position-dependent wafer stage system.

V. Conclusions

Many systems exhibit LPTV behavior, such as position-dependent systems with periodic tasks and non-equidistantly sampled systems. To exploit the full potential of these systems in, for example, feedforward control, system inverses with bounded output are required. In this paper, the inversion of LPTV systems is investigated and solutions to obtain bounded solutions are developed. The key aspect is the dichotomy of the system in a stable and unstable part. The periodicity of the system and in particular the associated monodromy matrix are exploited to obtain the dichotomy. The approach is demonstrated on a position-dependent wafer stage system example.

The presented stable inversion approach is applicable to LPTV systems under the mild condition of a hyperbolic system. Under additional conditions, Floquet theory may be used to reduce the complexity of the stable inversion approach. Research related to this will be presented elsewhere.
(a) Output \( \hat{x} \) with forward simulation (---) and with stable inversion (-----) perfectly tracks the desired trajectory \( \hat{x}^d \) (-----) for the prescribed periodic position \( y \) (--.--).

(b) Forward simulation of \( F \) (---) yields unbounded \( u \), whereas stable inversion (-----) yields bounded \( u \).

Fig. 5. Prescribed position \( y \) introduces position-dependence resulting in an LPTV system that is unstable. With stable inversion, a bounded solution \( u \) resulting in perfect tracking is found.
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